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APPENIDX 2 

Report of Working Group 2 on Earth modeling subsystems

1. Modeling of aerosols

The SEECVCC will test weather and climate models (regional and global) with/without aerosol factors, identify, characterize and monitor regional aerosol sources important for the SEE region.

Aerosols force climate generally in two ways: direct radiative forcing through the scattering of solar radiation and the absorption/emission of terrestrial radiation, thereby altering the radiative balance of the Earth-atmosphere system.  The indirect effect is the mechanism by which aerosols modify the microphysical properties and hence the radiative properties, amount and lifetime of clouds. The major aerosol components are: mineral dust, sulfates, carbonaceous materials, sea salt and organic compounds. Mineralogy as an important element of aerosol model has to incorporated into the aerosol model, and research has to be done in respect how much it can influence climate in SEE region? Dust aerosol sources in models are still the cause of large uncertainties. Relative role of direct and indirect aerosol effects and different aerosol components are to be examined. The final point is to estimate the extent to which the aerosol data assimilation improves the aerosol analyses. 

2. Full dynamic hydrology modelling

Rainfall and snowmelt runoff in a watershed are the result of complex interactions between different natural environments. Runoff is critically dependent on precipitation but is also influenced by soil and topography conditions. There is a variety of modeling approaches, ranging from conceptual, parametric, and kinematic methods to more complex dynamic methods. SEEVCCC will use the state-of-the-art HYPROM model based on fully dynamic governing equations. HYPROM (Nickovic et al, 2010) is developed to simulate overland watershed hydrology processes based on advanced numerical and parameterization methods. The model solves grid point-based shallow water equations with numerical approaches that include an efficient explicit time-differencing scheme for the gravity wave components and a physically based and numerically stable implicit scheme for the friction slope terms. The model dynamics (advection, diffusion, and height gradient force) is explicitly represented, whereas the model physics (e.g., friction slope) are parameterized, i.e., sub-grid effects is expressed in terms of the model grid point variables. SEEVCCC will use the state-of-the-art HYPROM model based on fully dynamic governing equations. Such plan well fits into the concept of the SEEVCCC regional climate model system which is based on integrating different components of the Earth natural system affecting the climate. In such a system, the NCEP/NMMB atmospheric model plays a role of a driving module that will drive other components of the natural system, such as aerosol, ocean soil and hydrology, and including feedback mechanisms whenever possible and useful (e.g. interactions between aerosol-atmosphere, ocean-atmosphere, aerosol-ocean, etc).
Hydrology in regional climate models: research issues
· What are major limitations and gaps in current representation of hydrology processes in climate models?
· Optimum resolution of input data (river routing data, topography, land-cover etc?)
· Missing data:  depth of the water bed, etc

· Extension of HYPROM to include sub-surface dynamics

· How to connect it to the current surface-based flow model?

· Should the simulated precipitation from a climate model be downscaled to a finer horizontal resolution of the hydrology model?
3. Ocean sub-model

Considering the positive experience in developing and implementing a regional climate model, whose oceanic component is an OGCM, this tradition should continue in the development of new regional earth modeling system (REMS). Remains the question, which model can be right solution for this, but the answer can be conditioned by development of other REMS components. Model with bio-chemical component certainly would be a good choice considering the development plans related to the transport of atmospheric aerosols with the active mineral components of which the chemical deposition in the sea may have an impact on physical, chemical and biological properties of the ocean. Positive experiences of other groups developing such models, with models such as NEMO and MITcgm may only represent an encouragement for this kind of decision.

Concerning strategy for inter connection between different components of REMS ESMF is probably best solution, as NMM-B as a core component of REMS is already incorporated in this coupling framework.

4. Land surface, ice and ocean surface as lower boundary conditions

The curent choice for this sub-model is the Land, Ice Sea Surface (LISS) sub-model. 

See the Supporting Documentation of the Report of the Working Group I. 

5. Ocean assimilation 

Curently the primary source of ocean information are the satellite data available from different instruments: SST (AVHRR), salinity (SMOS), dynamic ocean topography, and sea-ice (ENVISAT, CRYOSAT). The next source of information are the ARGO floats, the AWI flotas and clasic CTD station data. These data can be asimilated using various methods. Among them the Kalman ensemble filter is the first candidate, due to its computational efficiency and high quality. Aside from the issue of data assimilation another very important role of assimilation is to estimate the model biases for the ocean and the atmosphere models, as well as for the coupled system.
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AEROSOLS: The SEE CVCC will test weather and climate models (regional and global) with/without aerosol factors; identify, characterize and monitor regional aerosol sources important for the SEE region and for the SEE-region aerosol influence in other regions.   

Aerosols affect Earth’s climate and the everyday activities, health and wealth of all people. Though we are principally interested in their role in climate variability, the work we do contributes to understanding, predicting and responding to aerosol affects on weather forecasting, cardiovascular disease, water quality, agriculture, marine primary productivity, and risks on our highways and flyways.  

Aerosols play an important role in the global climate balance and therefore in long-period climate variability and change. They are composed of condensed matter suspended and distributed by winds in the atmosphere. The Intergovernmental Panel on Climate Change (IPCC 4th Assessment Report) considers aerosol effects one of most uncertain of the drivers of the climate system. Natural variations of aerosols alter the Earth's radiation balance and tend to change global temperature. Anthropogenic aerosol (industrial and traffic pollution, biomass burning) also affect Earth’s climate. 

Aerosol particles can intensify or moderate the effects of the greenhouse gases by scattering or absorbing incoming solar radiation and thermal radiation emitted from Earth’s surface.  Aerosols also act as cloud condensation nuclei (CCN) and modify the microphysics and radiative properties of clouds. Changes in clouds and in the Earth’s radiation budget will alter climate. Principal sources important in climate modeling include:

· Sulfate Aerosol:
· SO2 emissions from fossil fuel burning (about 72%), 

· biomass burning (about 2%)

· natural sources from dimethyl sulfide emissions by marine phytoplankton (about 19%) and  SO2 emissions from volcanoes (about 7%). 

· Organic Carbon Aerosol from Fossil Fuels
· Black Carbon Aerosol from Fossil Fuels
· Biomass Burning Aerosol
· Nitrate Aerosol
· Mineral Dust Aerosol
· Aviation Aerosol

· Volcanic Aerosol

· Biological Aerosol (spores, bacteria, virus)
Tasks include source inventory and variability assessment and model adaptation and experimentation.  All regional partners will undertake the source inventories, while model activities will take place in existing modeling centers with results assessed by all partners.

Aerosols in regional climate models: research issues and questions for discussion

· Aerosol models – online (embedded) or offline driven by the atmospheric model?

· Mineralogy – how much it can influence a climate in a region? 

· Dust aerosol sources in models: the origin of still large uncertainties 

· Relative role of 

· direct and indirect aerosol effects 

· different aerosol components

· Data assimilation – a way to improve aerosol reanalyses

· Model experiments to test aerosol mitigation strategies  

 Lower  Boundary Conditions, Land, Snow/Ice and Open ocean

Introduction
The lower boundary conditions should provide exchange of

energy ( sensible and latent heat fluxes) momentum but also albedoand 'skin' temperature neded for the longwave radiation calculations. Surface can be of difrent type, soil, bare or coverred with vegetation, land/ocean coverd with snow/ice and open ocean.

Modelling
Problem is approsched through  parameterization  instead of direct implementation of physics ( heat and water movements through soil ) mainly due to the complexity of the horizontal and vertical structure of the soil and partly due to the complexity of the processes especialy when we wanta to include vegetation into conseiderations. Early models were Single layer + one bucket for the hydrology. Concerning the water movement one bucket model  (Manabe 1969) assumes exchange only through top surfece. It caries total water stored in the column, precipipitaion, evapevaporation, surface runoff and draina ge. Zero heat flux through the lyer bottom is would be to severe. Thera two posible solutions : the force-rstore approach originally proposed by Bhumralkar (1975) and Blackadar (1976) and later developed by Deardorff (1978), Lin (1980) and Dickinson (1988) , the other one is Nickerson-Smiley (1975) approach where bottom flux is proportional to the net radiation. 

With the increase of the computer power it became possible to develop more complex model that would take into account complexity of the soil composition both in vertical and horizontal. Multi layer models were developed. The usual grid structure was that top layers were thin with gradual increase in thickness as we go down. The last layer should be deep enough so that bottom boundary condition should not be of to big importance. In the literature we find a large number of such multi layer models with different complexity. Marht and Pan, 1984,  Henderson-Sellers, A., et al.: 1995, Betts, A., F. Chen, K. Mitchell, and Z. Janjic, 1997, Noilhan, J., and S. Planton, 1989: 

At the same time vegetaion cover became part of every land surface scheme. Again different complexity is met in the literature. Deardorff's model can be consederd as the first physivaly based model. Vegetaion representaion has four levels of complexity: the big leaf concept, single layer, sandweech and multi layer. Examples are Biosphere Atmosphere Transfer Scheme (BATS ) by Dicsinson (1983,1984,..)) and the Simple Biosphere Model (SiB) scheme by Sellers et al. (1986),  Noilhan and Planton (1989). Sometimes model of these and similar complexity are referred two as the second-generation models. Their main characteristic is the interaction between the atmosphere and vegetation-soil system (Pitman 2003). The plant physiology is somehow taken into account, interaction with radiation, levels are implicitly present with LAI and stomatal resistance to evapotranspiration is introduced. Hydrology is based on Darcy’slaw with Clapp and Hornberger (1978) parameterization hydraulic conductivity and the soil moisture potential as a function of soil moisture The surface runoff can be simply parameterized as excesses over saturation or more realistically depending on the rate at which water infiltrates into the soil. The snow also has been included. CLASS (Verseghy et al., 1993) simulated snow as a discrete layer for both thermal and hydrological processes. Recent developments in LSMs have begun to pay more attention to snow. For instance, Loth and Graf (1993) , Lynch-Steiglitz (1994), Thompson and Pollard (1995) and Douville et al. (1995a,b). The first significant effort in linking a reasonably sophisticated snow sub-model into a climate model was probably by Hansen et al. (1983). In summary the second-generation models improved the physical representation of the continental surface and probably the simulation of climate because, along with improvements in the simulation of evaporation, vegetation parameters, etc., they also contained improved soil temperature and soil moisture representations. 

So far at VEECC we have worked with NOAH land surface model (Ek et al., 2003). Now we swicihng to the LISS model by Janjic (Vukovic et al., 2010), Its basic points and characteristics can summrarized as:

· LISS model needs only information about soil and vegetation type for simulation,  therefore it is prepared for operational use in NWPM

· Basic tests for verification of mass and energy conservation are performed and  model has shown that it is numerically correct

· Soil moisture forecast is very good in each model layer ; distribution of water in model between processes that are components of water  balance are similar as in reference model NOAH-LSM. 

· Parameterization of surface fluxes in LISS performed very well and it is able to simulate rapid and intense diurnal changes. 

· Skin temperature depends on surface fluxes and therefore LISS also showed that it is able to catch rapid and intense temperature change.

· For mean annual values LISS gave excellent results, which is important for long range simulations. 

· LISS verification for snow case could not be fully performed because data were not   available, but for presented three-day period LISS showed promising results.

The next generations of LSM’s should take into account forests in amore explicit way. They cover about 20% of land. They have major impact on the soil below them evpo-transpiration and air movement in side trees as well as air movement above them (Lalic, PhD theses, Lalic, B., D.T. Mihailovic, 2004) among others.  Now with the huge increase in computer power which lead to micro meteorological modeling using non-hydrostatic models spatial variations of the parameters that describing soil movement of water and heat conduction is very variable even on the smallest imaginable scales say few tens/hundreds of meters. This led in some cases to very high resolution in the size of the grid cells on land. This raises the question of the fluxes entering grid cell in the atmospheric model. We can have simple spatial averaging or more sophisticated, physically based aggregation. This influences the surface layer calculations, length scale, friction height etc. . It is a zone of multiple reflection and emission, wakes and vortices, especially in the urban canyons par excellence examples Athens, Belgrade, Bucharest, Budapest … to mention some in our dimidiate vicinity.
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Ocean modeling

Modern climate models are complex linked systems of individual components of the climate system: atmosphere, oceans, atmospheric aerosol, land and ice. Ocean model in addition to the atmospheric model certainly represents an inevitable component of climate models, considering the importance of interaction between two environments. The interaction of two environments is important for a wide spectrum of phenomenon in both environments, on different temporal and spatial scales. The interaction of two environments takes place through the exchange of momentum, heat and mass, but also the interaction thru the bio-chemical processes can be extremely important in climate research.
With modern ocean models (Ocean General Circulation Model - OGCM) it is possible to model a wide range of processes, from small non-hydrostatic scale to planetary processes. Example of ocean model that have non-hydrostatic module is MITcgm. Also, most modern models ocean beside dynamical core include a components that deals with processes related to the sea-ice and some even have component for treat of a bio-chemical process in sea, as NEMO model. Most of the associated atmospheric ocean general circulation model (AOGCM) incorporates such ocean general circulation model (OGCMS) as an appropriate solution for studies of different climate problems. As many of them deals to climate change on scales of centuries global ocean circulation representation with full ocean dynamics is infallible.

On the other hand the some problems which are connected with processes with shorter time scales, like a seasonal forecast can be treated with AOGCM which incorporated simpler representation of ocean and atmosphere ocean interaction. A good example is a multilayer mixed-layer ocean model with the K profile parameterization incorporated in ECMWF for seasonal forecast purposes.

Over the last decade, modeling the interaction of two environments experienced a significant improvement in the attitude of pioneering works over sixties and seventies over past century. Most of today's AOGCM models no longer use flux adjustments, which were previously required to prevent drifts in long integrations.
Considering the positive experience in developing and implementing a regional climate model, whose oceanic component is an OGCM, this tradition should continue in the development of new regional earth modeling system (REMS). Remains the question, which model can be right solution for this, but the answer can be conditioned by development of other REMS components. Model with bio-chemical component certainly would be a good choice considering the development plans related to the transport of atmospheric aerosols with the active mineral components of which the chemical deposition in the sea may have an impact on physical, chemical and biological properties of the ocean. Positive experiences of other groups developing such models, with models such as NEMO and MITcgm may only represent an encouragement for this kind of decision.

Concerning strategy for inter connection between different components of REMS ESMF is probably best solution, as NMM-B as a core component of REMS is already incorporated in this coupling framework.
Assmilation in ocenagraphy

Data assimilation is a computational procedure that combines observations with knowledge of the dynamics and physics represented by a numerical model in order to obtain estimates of the states of dynamical systems at given times.  Data assimilation is an essential part of every earth science prediction system since it produces initial conditions that allow for the computation of future states of the dynamical system at hand.  In the earth sciences, data assimilation involves nonlinear and high-dimensional dynamical systems.  In meteorological application these large system consist of up to 10^9 unknowns and 10^7 observations per 24 hour period. Satellite data alone provide thousands of channels of high resolution spectral measurements globally.  Another major challenge lies in the complicated error structures that evolve with time.  Therefore classical optimization techniques in earth sciences have to be refined.  Selected, often simple estimation algorithms are further approximated either using physical insight or in order to appropriately approximate large scale problem with smaller dimensional once.

Data assimilation has been performed using optimal interpolation, variational techniques, as well as ensemble methods and particle filters.  With the advent of ensemble based Kalman filters progress in data assimilation has been made on two important issues:  the error structures are modeled from ensembles of states produced by numerical models and the problem of propagating the errors is resolved naturally by propagating each ensemble member separately.  However, for computational efficiency, the number of ensemble members, is chosen to be small which can lead to divergence of the filter.  In order to apply the ensemble Kalman filter methods in practice, it is therefore often necessary to develop the approximation in order to avoid the tasks of evolving many ensembles.   Although general theories for nonlinear data assimilation with non-Gaussian error probability distributions are under development, most practical data assimilation methods rely on linear theory and assume Gaussian error distributions.   Often these assumptions are not true for  the application at hand.  Research on developing new data assimilation algorithms is actively pursued.  New directions of research encompass nonlinear filtering techniques, relaxing embedded assumptions in the existing advanced data assimilation techniques, such as 4DVar, ensemble filters and particle filters or hybrid methods.

Operational data assimilation today is carried out by national or multi-national operational centers. Usually, supercomputers and clusters of high-performance computers are available in these centers to run assimilation and forecast in a time-critical environment, with thousands of customers depending on the timely delivery of forecast fields.  New computing concepts are of huge importance for the further development of data assimilation. They are important in particular since the scalability of classical variational algorithms like four-dimensional variational data assimilation is close to its limits due to the intensive communication costs for the minimization of its global cost functional. Several operational centers are working on ensemble-assimilation methods and combinations of variational and ensemble schemes to reach a full use of available and upcoming processor resources.

Land Hydrology 
1. Purpose / Aims

· Forecasts, and adaptation strategies for:

i. Agriculture,

ii. Water management, part. supply

iii. Power production / energy sector,

iv. Floods management,

v. Drought management,

vi. Navigation,

vii. Tourism…

2. Monitoring needs

· Denser and more accurate rain gage networks for flash floods on small watersheds,

· Denser surface water hydrologic stations’ network,

· Denser groundwater station network.

3. Modeling needs

· Coupling with groundwater high/resolution models,

· Coupling with watershed based hydrologic models.

full Dinamic hydrology modelling – a component of the seevccc regional earth model system

Introduction

Rainfall and snowmelt runoff in a watershed are the result of complex interactions between different natural environments. Runoff is critically dependent on precipitation but is also influenced by soil and topography conditions. 

Numerical hydrologic modeling has achieved limited success in the past due to a lack of adequate input data. Over the last decade, there are two important research issues achieved: 

· Availability of land-based data relevant for hydrology modeling has been improved substantially; relatively high-resolution data on topography, river routing, and land cover and soil characteristics have become publically available. 

· At the same time, the quality and resolution of quantitative precipitation predictions have also improved significantly. 

There is a variety of modeling approaches, ranging from conceptual, parametric, and kinematic methods to more complex dynamic methods. 

Hydrologic models based on the kinematic approximation use truncated forms of the momentum conservation laws. In kinematic wave models, inertia and free surface slope terms are neglected.

Hydrologic models based on most complex dynamic principles include full governing equations in which velocity components considered as time-dependent model variables. In such equations, the water height appears as a dominator and models could face with numerical instability when the water level vanishes. An additional numerical effort is therefore required to avoid unstable model simulations. In some dynamic models the instability problem is controlled by introducing a pre-specified small water height values over the whole model domain, in other models stable calculations are secured by using implicit time integration schemes.

HYPROM dynamic hydrology model

SEEVCCC will use the state-of-the-art HYPROM model based on fully dynamic governing equations. HYPROM (Nickovic et al, 2010) is developed to simulate overland watershed hydrology processes based on advanced numerical and parameterization methods. The model solves grid point-based shallow water equations with numerical approaches that include an efficient explicit time-differencing scheme for the gravity wave components and a physically based and numerically stable implicit scheme for the friction slope terms. The model dynamics (advection, diffusion, and height gradient force) is explicitly represented, whereas the model physics (e.g., friction slope) are parameterized, i.e., sub-grid effects is expressed in terms of the model grid point variables. 

The fact that the modeling governing equations for momentum and mass are all prognostic makes HYPROM distinct from most of other prognostic hydrology systems. The model uses real topography, river routing, and land cover data to represent surface influences. HYPROM calculations can be executed offline (i.e., independent of a driving atmospheric model) or online as a callable routine of a driving atmospheric model. The model is applicable across a broad range of spatial scales ranging from local to regional and global scales. The model can be set up over different geographic domains. 

In the model dynamics, the appearance of friction slope terms non-existing in simplified approaches requires additional effort to avoid numerical instabilities that may result from drying bed conditions. The model is based on shallow water equations that are applied assuming that water is in hydrostatic equilibrium, and that overland rainfall and snowmelt runoff calculated from predicted or observed precipitation is the source of surface water height. 

Precipitation in NMM is generated by convective and large-scale processes. Parameterization of the atmospheric convection precipitation processes is based on the Bets-Miller-Janjic scheme, and grid-scale precipitation is based on the Ferrier scheme. For parameterization of land surface processes, the NOAH model is applied. NMM and NOAH prepare surface and subsurface runoffs - the major inputs to HYPROM. Coupling of HYPROM with NMMB could be either on- or off-line. 

In HYPROM, there are sub-models for water Infiltration and for river routing are developed to represent sinks for surface water. A network of rivers is introduced to collect the excess overland water. The river path satisfies a condition that the terrain heights descend along the river from its origin toward the end point. As a preliminary estimation river paths are defined from the 1 km USGS global river routing database and are further manually corrected if necessary. Surface and subsurface runoffs produced by processes at the atmosphere-land interface (precipitation, snowmelt, evaporation, and infiltration) generate the source of water in HYPROM. At the river-overland interface, the overland water sources are sinks for the river. The river sub-model communicates with surrounding overland points of the hydrologic model at every model time step.

HYPROM is designed to efficiently use the CPU computer resources To illustrate its efficiency we show the following run-time features: for a model domain containing 4557 computational model the model was run with a horizontal resolution of about 1 km (1/144°) using a time step of 240 s. The 10 day model integration performed on a single Intel-Xeon E5440 2.83 GHz processor required 16.2 s of CPU time, a negligible burden when compared with the time required for the NMM to process over the same domain and resolution. This is important evidence indicating that HYPROM could be run online in climate assessments with very reasonable usage of the computer CPU resources. A flow of the processing system supporting the HYPROM model is shown in the figure below.
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Flow chart of the processing system supporting the HYPROM model

Integrating hydrology into SEEVCCC climate model

Currently, hydrology balance in climate assessments is typically considered using simplified hydrology model dynamics (e.g. considering only vertical infiltration, or including lateral dynamics with simplified diagnostic lateral velocity). In a longer term, simplifications of such kind could lead to misrepresentation of the total water balance features.

SEEVCCC will use the state-of-the-art HYPROM model based on fully dynamic governing equations. Such plan well fits into the concept of the SEEVCCC regional climate model system which is based on integrating different components of the Earth natural system affecting the climate. In such a system, the NCEP/NMMB atmospheric model plays a role of a driving module that will drive other components of the natural system, such as aerosol, ocean soil and hydrology, and including feedback mechanisms whenever possible and useful (e.g. interactions between aerosol-atmosphere, ocean-atmosphere, aerosol-ocean, etc).

HYPROM is designed to be easily applied to different watershed geographies and to be run efficiently in terms of the CPU usage. The model was already extensively tested over two different river basins and it has been demonstrated that HYPROM was capable to simulate all major features of selected flood cases. In order to get evidence if the model could is successful over extended periods, it was run over a 6 month period during which it reproduced all major maxima of water discharge. 

High CPU performance of HYPROM also opens the possibility of its efficient implementation for climate studies if driven with a global atmospheric circulation model. On the basis of the CPU usage in 1 km watersheds area experiments, the estimate is that execution of a 1 km global domain HYPROM over one year requires 220 CPU days or 2.5 CPU h at a 50 km resolution. The latter is the resolution of most current global hydrological models. These estimates are based assuming that the executions are performed on a single processor. A parallelized version of HYPROM would be available which is a subject of planned future developments can provide further significant time savings.

In a recent study, HYPROM was run using precipitation generated in a regional climate experiment under IPCC/SRES A1B scenario. This experiment was designed to get first insight on how a hydrology balance behaves when HYPROM is coupled with an integrated regional climate model. An integration of HYPROM with the SEEVCCC regional climate model and its use for climate studies although not a straightforward task will be one of the majors tasks in the research agenda of the SEEVCCC. 

· Hydrology in regional climate models: research issues and questions for discussion

· What are major limitations and gaps in current consideration of hydrology process in climate models?

· Optimum resolution of input data (river routing data, topography, land-cover etc?)

· Missing data:  depth of the water bed, etc 

· Extension of HYPROM to include sub-surface dynamics. How to connect it to the current surface-based flow model?  

· Should the simulated precipitation from a climate model be downscaled to a finer horizontal resolution of the hydrology model?
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